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Three-dimensional quantitative structure-activity relationship (3D-QSAR) models have been
developed using comparative molecular field analysis (CoMFA) on a large data set (118
compounds) of diverse cyclic urea derivatives as protease inhibitors against the human
immunodeficiency virus type 1 (HIV-1). X-ray crystal structures of HIV-1 protease bound with
this class of inhibitors were used to derive the most probable bioactive conformations of the
inhibitors. The enzyme active site was used as a constraint to limit the number of possible
conformations that are sterically accessible. The test sets have been created keeping in mind
structural diversity as well as the uniform simple statistical criteria (mean, standard deviation,
high and low values) of the protease inhibitory activities of the molecules compared to the
training sets. Multiple predictive models have been developed with the training sets (93
compounds in each set) and validated with the corresponding test sets (25 compounds in each
set). All the models yielded high predictive correlation coefficients (q2 from 0.699 to 0.727),
substantially high fitted correlation coefficients (r2 from 0.965 to 0.973), and reasonably low
standard errors of estimates (S from 0.239 to 0.265). The steric and electrostatic effects have
approximately equal contributions, 45% and 55% (approximately), respectively, toward
explaining protease inhibitory activities. This analysis yielded models with significant
information on steric and electrostatic interactions clearly discerned by the respective coefficient
contour plots when overlapped on the X-ray structure of the HIV-1 protease. The HINT CoMFA
study revealed significant contribution of hydrophobicity toward protease inhibitory activity.
The 3D visualization technique utilizing these contour plots as well as the receptor site geometry
may significantly improve our understanding of the inhibitor-protease (HIV-1) interactions
and help in designing compounds with improved activity.

Introduction

The virus-encoded protease plays a crucial role in the
life cycle of the human immunodeficiency virus type 1
(HIV-1), the causative agent of AIDS, and is an ideal
target for developing anti-HIV-1 drugs for the treatment
of AIDS.1-9 HIV protease cleaves the gag and gag-pol
polyproteins.10 This processing is essential for the
maturation of viral particles and production of infectious
virions.11,12 HIV-1 protease belongs to the family of
aspartyl proteases. HIV-1 protease is a homodimer with
a 2-fold axis of symmetry. Recently, four protease inhibi-
tors, Invirase (saquinavir; Hoffman-LaRoche), Norvir
(ritonavir; Abbott Laboratories), Crixivan (indinavir;
Merck), and Viracept (nelfinavir; Agouron), have been
approved by the U.S. Food and Drug Administration
(FDA). These drugs have shown promising results when
used in combination with reverse transcriptase (RT) in-
hibitors.8 However, treatment by these drugs leads to
development of resistant HIV-1 mutants less sensitive
to the inhibitors.13-16 The emergence of HIV-1 mutant
strains suggests that continuation of research to find
newer inhibitors is important to counter this problem.

Structure-activity analysis is the foundation for
understanding structural features of both the inhibitors
and the target receptors responsible for biological activ-
ity and helps to design more effective inhibitors.17,18

Several 3D quantitative structure-activity relationship
(QSAR) studies based on comparative molecular field
analysis (CoMFA) have been described (only a few of
which are listed here).19-28 The availability of X-ray
crystal structures of inhibitors bound with the receptor
may contribute to formulating effective predictive 3D-
QSAR models as it helps (1) to identify possible bioactive
conformations of related inhibitors in the active site and
(2) to visualize in three dimensions the interactions of
the inhibitors with the receptor. More than 150 HIV-1
protease structures have been solved, most of which are
from pharmaceutical companies.29 A considerable num-
ber of HIV-1 protease structures (39 as of June 1998)
are available in the Brookhaven Protein Data Bank
(PDB).30 Hundreds of protease inhibitors against HIV-1
have been synthesized and reported by several groups.
Despite these large resources, there are only a few
reports concerning QSAR31-33 and 3D-QSAR34-37 stud-
ies on HIV-1 protease inhibitors.

To exploit the wealth of structural and biological data
and to contribute toward the understanding of the SAR
of HIV-1 protease inhibitors, we have undertaken
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systematic structure-activity analyses of inhibitors of
the cyclic urea class. A large number of these inhibitors
have been synthesized in a systematic manner and
biologically evaluated.31,32,38-45 Nine X-ray crystal struc-
tures of cyclic urea derivatives complexed with HIV-1
protease are currently available in the PDB. Our recent
success in deriving a 3D-QSAR predictive model37 on a
set of symmetrical cyclic urea derivatives against HIV-1
protease prompted us to extend the study to a larger
and more diverse set of inhibitors of this class. Though
there are a couple of reports on classical QSAR analy-
ses31,32 on a relatively small set of cyclic urea derivatives
as HIV-1 protease inhibitors, no 3D-QSAR on this class
of inhibitors has been reported so far. The analyses
reported here entail the use of CoMFA as a tool to derive
predictive models from 118 diverse cyclic urea deriva-
tives. The results are expected to enhance our knowl-
edge on the molecular recognition of cyclic urea HIV-1
protease inhibitors and help to design more effective
inhibitors against this crucial enzyme.

Materials and Methods
Biological Data. The HIV-1 protease inhibitory data,

represented by Ki (nM) values, are taken from the litera-
ture32,33,45 and listed in Table 1. The log 1/Ki values were used
to derive 3D-QSAR models. From a total of 118 compounds,
three individual training sets were created with 93 compounds
each and the other 25 compounds were used as the test set.
Approximately three-fourths of the inhibitors were chosen for
the training set and one-fourth for the test sets. This multi-
model approach was used to validate the predictive ability of
the training sets. The test sets were created based on the
suggestions by Oprea et al.35 They are (1) the biological assay
methods for both training and test sets should be compatible;
(2) the biological activity values should span several orders of
magnitude but should not exceed activity values in the training
set by more than 10%; (3) the test set should represent a
balanced number of both active and inactive compounds for
uniform sampling of the data.

Modeling Tools. Computer modeling was done on a Silicon
Graphics Indigo2 Extreme (R4400) computer. The modeling
study using the CoMFA methodology was done using the Sybyl
6.4 program.46 The hydrophobic fields were calculated by the
HINT program.47 The conformational searches were performed
using the “systematic search” routine within Sybyl. Structural
minimizations were conducted by the Maximin2 minimizer
option. The biopolymer module was used to retrieve and
analyze all protease structures. The CoMFA feature of the
QSAR module was used to derive both the predictive and fitted
3D-QSAR models. Visualization techniques in Sybyl along with
stereoglasses (CrystalEyes) from Stereographics48 were used
for all 3D analyses.

Conformational Analysis. There are several X-ray crystal
structures of the cyclic urea compounds bound with the HIV-1
protease inhibitors available in the PDB. Two of them, 1qbr
and 1dmp, containing the ligands [(4R)-(4R,5R,6â,7â)-3,3′-
[[tetrahydro-5,6-dihydroxy-2-oxo-4,7-bis(phenylmethyl)-1H-
1,3-diazepine-1,3(2H)-diyl]bis(methylene)]bis[N-2-thiazolyl-
benzamide] (XV638) and (4R,5S,6S,7R)-hexahydro-5,6-dihy-
droxy-1,3-bis[(3-aminophenyl)methyl]-4,7-bis(phenylmethyl)-2H-
1,3-diazepin-2-one (DMP450), respectively (Figure 1), were
used as templates to construct the molecules. The construction
of the molecules was done within the active site of the HIV-1
protease by replacing side chains of the template molecule.
Stereoglasses were used in this step of construction to identify
any steric clashes, and corrections were made accordingly. A
short (100-step) minimization using Maximin2 was used to
generate a reasonable starting conformation for systematic
conformational search.

The systematic conformational search was carried out in
Sybyl 6.4 for all the flexible molecules within the active site

of the HIV-1 protease X-ray crystal structure. The entire
protease structure and the portions of the ligands common to
all these molecules were kept rigid, and only the flexible
substituents were subjected to a systematic conformational
search. The Kollman all-atom charges49 were loaded from the
dictionary for the protein portion of the complex, whereas
Gasteiger-Marsili50,51 charges were used for the ligand mol-
ecules. All the flexible bonds in the substituents were searched
with 15° torsional angle increments in the torsional space.

When the systematic conformational search yielded a
number of conformations, the lowest energy conformation was
selected for further minimization. The minimization was
carried out within the active site of the HIV-1 protease using
the Maximin2 minimization routine within Sybyl with a
gradient change criterion of 0.05 kcal/mol‚Å. During minimi-
zation, only the cyclic urea portion and the entire protein were
kept rigid. The rest of the ligand was allowed to move within
the receptor site to maximize the interactions of the ligand
side chains with the amino acid side chains of the receptor.
The minimization also removed any steric clashes that might
have been present initially. The energy-minimized ligands
were extracted from the complex, and the partial charges were
calculated using Mopac 6.0 with the AM1 Hamiltonian52

adopted in the Sybyl 6.4 program. No geometry optimization
was done in this step, rather the keywords 1SCF and MMOK
were used to calculate the charges and for the molecular
mechanics corrections of the amidic bonds of the ligands,
respectively.

Alignment Rule. The cyclic urea derivatives were all
constructed from two template ligands (XV638 and DMP450)
in two X-ray crystal structures (1qbr and 1dmp), respectively,
as all the cyclic urea inhibitors belong broadly to these two
classes of structures. The rms deviation of the C-R atoms
between these two HIV-1 protease structures is only 0.326 Å.
The distances of common hydrogen bond interactions between
HIV-1 protease and these two inhibitors are also similar as
documented in detail.15,53 The conformational search and
geometry optimizations were all done within the active site of
the HIV-1 protease to find out the best possible conformations
for biological activity. The cumulative information led us to
believe that the alignment of the C-R atoms of the minimized
inhibitor-protease complex on the corresponding C-R atoms
of the template-protease structure is the most logical choice
for alignment. This rule ensured (1) superposition of the atoms
in the cyclic urea portion of the inhibitors to the cyclic urea
atoms of the corresponding template structure, as these atoms
in each inhibitor were kept rigid during minimization steps,
and (2) formation of four hydrogen bonds by the two diol
oxygen atoms of the cyclic urea moiety with the two catalytic
aspartic acid residues (Asp25 and Asp25′) and two hydrogen
bonds between the carbonyl oxygen of the cyclic urea moiety
and the isoleucine (Ile50 and Ile50′) residues of the HIV-1
protease active site which are common for all 118 compounds
used in this study.15,53 Cyclic urea derivatives are designed to
utilize the carbonyl oxygen to displace the structural water
molecule (Wat301) from the active site as a strategy to design
HIV-1 protease inhibitors.38 Figure 2 shows the stereoview of
all the aligned molecules (including test sets) to generate the
CoMFA column.

CoMFA Study: Interaction Energy Calculation and
Regression Analyses. Standard steric and electrostatic
CoMFA field energies of each inhibitor were calculated using
an sp3 carbon probe atom with a +1 charge at all intersections
in regularly spaced (1.5 and 2.0 Å) grids in a grid box of 23.3
Å × 30.1 Å × 56.5 Å surrounding each molecule. Lennard-
Jones 6-12 potential and Coloumbic potential functions,
respectively, within the Tripos force field54 and a distance-
dependent (1/r) dielectric constant were used in the calculation.
The grid box dimension was determined by the “create
automatically” feature in the CoMFA module within the Sybyl
program. This ensured that region boundaries were extended
beyond 4 Å in each direction from the coordinates of each
molecule.. The same grid box was used in all calculations. An
energy cutoff of 30 kcal/mol for both steric and electrostatic
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Table 1. Observed Protease Inhibitory Activities and Residuals of Cyclic Urea Derivatives in the Training and Test Sets

log 1/Ki
a

model 1 residual model 2 residual model 3 residual

no. P2/P2′ Ki
a (nM) obsd training set test set training set test set training set test set

1 methyl 5700 -3.75 -0.23 -2.43 -0.10
2 ethyl 100 -2.00 0.25 -0.41 -0.03
3 n-propyl 8 -0.90 0.08 0.00 0.04
4 n-butyl 1.4 -0.15 0.12 0.35 0.20
5 n-pentyl 1.6 -0.20 0.66 0.36 0.53
6 n-hexyl 4.6 -0.66 0.42 0.16 0.15
7 n-heptyl 260 -2.41 -0.30 -0.03 -0.10
8 CH2CH2OCH3 800 -2.90 -0.72 0.03 -0.19
9 CH2CH2OCH2CH3 1100 -3.04 -0.10 -0.41 -0.32

10 CH2CH2OCH2CH2OCH3 7700 -3.89 0.36 0.26 -0.55
11 i-butyl 49 -1.69 -0.65 -0.95 -0.65
12 i-pentyl 12 -1.08 -0.86 -0.09 -0.04
13 i-hexyl 7 -0.84 0.19 -0.11 0.07
14 i-heptyl 30 -1.48 0.10 0.19 0.19
15 i-octyl 110 -2.04 -0.15 0.11 0.02
16 neohexyl 36 -1.56 -0.99 -0.36 -0.23
17 allyl 5.2 -0.72 -0.07 -0.24 -0.04
18 2-methylpropen-3-yl 7.3 -0.86 -0.06 -0.33 0.02
19 isoprenyl 1.8 -0.25 0.09 0.36 0.59
20 CH2CH2OCHCH2 60 -1.78 0.65 0.13 0.38
21 3-propynyl 22 -1.34 0.37 -0.26 0.39
22 cyclopropylmethyl 2.1 -0.32 0.16 -0.06 -0.02
23 cyclobutylmethyl 1.3 -0.11 -0.03 0.29 0.66
24 cyclopentylmethyl 4.3 -0.63 -0.59 -0.35 0.12
25 cyclohexylmethyl 37 -1.57 -0.52 -0.18 -0.48
26 N-morpholino-2-ethyl 4000 -3.60 -3.78 0.05 0.05
27 benzyl 3.0 -0.48 0.65 0.59 0.65
28 2-picolyl 145 -2.16 -0.74 -0.74 -0.68
29 3-picolyl 9.7 -0.99 0.14 0.18 0.09
30 4-picolyl 90 -1.95 -0.40 -1.73 -0.28
31 R-naphthylmethyl 86 -1.93 -0.24 0.07 -1.44
32 â-naphthylmethyl 0.31 0.51 0.22 0.11 1.96
33 o-fluorobenzyl 34 -1.53 0.51 0.57 0.08
34 m-fluorobenzyl 3.0 -0.48 -0.72 -0.22 -0.23
35 p-fluorobenzyl 1.4 -0.15 0.47 0.10 1.14
36 o-chlorobenzyl 240 -2.38 0.10 0.48 -0.59
37 m-chlorobenzyl 0.89 0.05 -0.22 -0.11 -0.18
38 p-chlorobenzyl 5.2 -0.72 -0.19 -0.13 0.25
39 m-bromobenzyl 1.4 -0.15 0.16 0.22 -0.07
40 p-bromobenzyl 27 -1.43 -0.02 -0.96 -0.17
41 m-methylbenzyl 7.0 -0.84 -0.37 -0.69 -0.92
42 p-methylbenzyl 5.7 -0.75 0.15 0.74 0.25
43 m-(trifluoromethyl)benzyl 22 -1.34 -0.41 -0.46 -1.13
44 p-(trifluoromethyl)benzyl 51 -1.71 -0.03 -0.04 0.05
45 o-methoxybenzyl 1870 -3.27 -0.09 -0.26 -1.82
46 m-methoxybenzyl 1.6 -0.20 -0.05 0.10 -0.06
47 p-methoxybenzyl 157 -2.19 -0.72 0.10 -0.06
48 m-nitrobenzyl 2.8 -0.45 -0.27 -0.05 -0.39
49 m-iodobenzyl 0.42 0.38 0.80 0.08 0.00
50 p-(hydroxymethyl)benzyl (DMP323) 0.34 0.47 0.07 0.03 0.00
51 m-(hydroxymethyl)benzyl 0.14 0.85 1.39 0.21 0.15
52 p-hydroxybenzyl 0.12 0.92 0.41 0.03 1.76
53 m-hydroxybenzyl 0.12 0.92 0.06 0.14 0.34
54 m-aminobenzyl (DMP450) 0.28 0.55 -0.02 -0.11 -0.09

log 1/Ki
a

model 1 residual model 2 residual model 3 residual

no. P2′ Ki
a (nM) obsd training set test set training set test set training set test set

55 n-propyl 1.1 -0.04 -0.08 0.42 -0.22
56 n-butyl 0.6 0.22 0.06 0.79 0.09
57 allyl 1.4 -0.15 0.01 0.29 -0.05
58 cyclopropylmethyl 1.5 -0.18 -0.37 0.12 -0.43
59 cyclopentyl 0.28 0.55 0.39 0.97 0.31
60 benzyl 2.3 -0.36 0.21 0.25 0.14
61 3-picolyl 5.2 -0.72 -0.11 -0.10 -0.33
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Table 1 (Continued)

log 1/Ki
a

model 1 residual model 2 residual model 3 residual

no. P2′ Ki
a (nM) obsd training set test set training set test set training set test set

62 4-picolyl 6.9 -0.84 -0.24 -0.95 -0.24
63 p-fluorobenzyl 3.6 -0.56 -0.24 -0.05 0.02
64 p-(hydroxymethyl)benzyl 0.93 0.03 -0.30 -0.20 1.49
65 m-aminobenzyl 1.0 0.00 -0.13 -0.22 -0.09
66 m-hydroxylbenzyl 0.33 0.48 0.45 0.37 0.39

log 1/Ki
a

model 1 residual model 2 residual model 3 residual

no. R Ki
a (nM) obsd

training
set

test
set

training
set

test
set

training
set

test
set

67 H 0.039 1.41 -0.11 0.02 -0.06
68 NH2 0.018 1.74 0.04 -0.07 0.03
69 OH 0.020 1.70 0.19 0.14 0.02
70 OCH3 0.045 1.35 -0.06 -0.13 -0.06
71 CH3 0.066 1.18 -0.12 -0.23 -0.30
72 CH2CH3 0.210 0.68 -0.05 0.01 -0.09
73 CH(CH3)2 0.579 0.24 -0.14 0.02 0.20
74 CH2CH2CH3 0.359 0.44 0.05 0.13 0.17
75 CH2CH2CH2CH3 0.424 0.37 -0.05 0.13 0.16
76 C(CH3)3 2.400 -0.38 -0.25 -0.13 -0.42
77 CH2C3H5 0.741 0.13 -0.04 0.17 -0.45
78 CH2CF3 0.210 0.68 -0.05 0.01 -0.09
79 CH2CN 0.063 1.20 -0.11 -0.17 -0.23
80 benzyl 0.430 0.37 0.14 -0.10 -0.13
81 4-pyridinyl 0.410 0.39 0.13 0.01 0.09
82 3-pyridinyl 0.290 0.54 0.08 -0.04 0.11
83 2-pyridinyl 0.043 1.37 -0.13 -0.34 -0.25
84 2-(3-CH3-pyridinyl) 0.260 0.59 -0.78 -0.13 -0.22
85 2-(4-CH3-pyridinyl) 0.027 1.57 0.84 -0.30 0.02
86 2-(5-CH3-pyridinyl) 0.011 1.96 0.24 1.06 -0.01
87 2-(6-CH3-pyridinyl) 0.020 1.70 0.30 -0.08 0.01
88 2-(4,6-di-CH3-pyridinyl) 0.016 1.80 -0.11 0.57 0.00
89 2-(5-Cl-pyridinyl) 0.012 1.92 0.27 0.30 0.17
90 2-(3,5-di-Cl-pyridinyl) 0.245 0.61 -0.18 0.48 0.00
91 2-(5-Br-pyridinyl) 0.035 1.46 -0.29 -0.18 -0.40
92 2-(4-CH3-pyrimidinyl) 0.115 0.94 -0.65 -0.08 -0.02
93 2-(5-CF3-pyridinyl) 0.085 1.07 -0.13 -0.12 -0.26
94 2-pirazinyl 0.018 1.74 -0.13 0.28 0.59
95 2-pyrimidinyl 0.152 0.82 -0.11 0.16 -0.09
96 4-methyl-2-oxazolyl 0.064 1.19 -0.24 -0.27 -1.32
97 5-(trifluoromethyl)-1,3,4-thiadiazol-2-yl 0.180 0.74 0.06 0.00 -0.07
98 1,3,4-thiadiazol-2-yl 0.110 0.96 -0.05 0.09 0.09
99 2-thiazolyl 0.027 1.57 -0.15 -0.04 0.12

100 4-methylthiazol-2-yl 0.025 1.60 0.35 0.26 -0.18
101 5-methylthiazol-2-yl 0.014 1.85 0.87 0.12 -0.03
102 2-imidazolyl 0.014 1.85 0.05 0.08 0.02
103 2-benzimidazolyl 0.024 1.62 0.38 1.35 0.57

log 1/Ki
a

model 1 residual model 2 residual model 3 residual

no. R P2′ Ki
a (nM) obsd

training
set

test
set

training
set

test
set

training
set

test
set

104 2-pyrazinyl 3,5-dimethoxyphenyl 2.511 -0.40 -0.09 -0.10 0.16
105 2-(5-CH3-pyridinyl) 3,5-dimethoxyphenyl 1.900 -0.28 0.27 -0.05 0.06
106 2-(6-CH3-pyridinyl) 3,5-dimethoxyphenyl 0.700 0.15 0.58 0.02 0.10
107 2-pyridinyl 3,5-dimethoxyphenyl 0.860 0.06 0.23 -0.87 -0.07
108 2-pyrazinyl 3-methoxyphenyl 0.038 1.42 0.17 -0.06 0.02
109 2-(5-CH3-pyridinyl) 3-methoxyphenyl 0.069 1.16 0.11 0.16 -0.11
110 2-(6-CH3-pyridinyl) 3-methoxyphenyl 0.053 1.27 0.06 0.09 -0.17
111 2-pyridinyl 3-methoxyphenyl 0.047 1.33 0.36 0.14 0.21
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contributions was set, and the electrostatic terms were dropped
within regions of steric maximum, i.e., 30 kcal/mol. The results
are shown in Table 2.

The regression analyses of the CoMFA field energies were
performed by the PLS algorithm55 adopted in the QSAR
module within Sybyl. Due to the large data set, 10 orthogonal
components (also known as latent variables) were first ex-
tracted by the PLS method using the leave-one-out cross-
validation technique. The steric and electrostatic fields were
scaled using the CoMFA Standard to equalize their weight in
the CoMFA models. The minimum σ of 2.0 kcal/mol was set
as column filter to reduce the noise in the PLS analyses. The
optimal number of components was derived from the cross-
validated runs having the lowest standard error of predictions
(s). The same optimum number of components was used for
deriving the best fitted correlation model using the non-cross-
validated run. A minimum σ of 0.0 and CoMFA scaling of
CoMFA Standard were used.

3D-QSAR Study Using HINT56 Methodology. HINT
methodology was used in order to verify whether the steric
effect derived from the standard Sybyl CoMFA study has any
relationship to the hydrophobic contribution from the substit-
uents in the protease inhibitors used in the study. The training
set from model 3 was only used, and all other conditions were
identical to those used for the CoMFA study in model 3.

Results and Discussion

Training and Test Sets. Due to the availability of
a large data set of inhibitors with diverse structures
within the same cyclic urea class having a wide range
of activities, a multimodel approach was used to validate
rigorously the overall approach for model development

and its utility as a predictive tool. Three different
training sets were created with 93 molecules in each
set. Three corresponding test sets were also created to
validate the predictive capability of the models derived
from the training sets. Though there were overlaps
among molecules in the three training sets, no overlap
was allowed in the test sets to ensure rigorous validation
for each predictive model. Great care was exercised to
create the test sets to ensure uniform sampling of
biological activity. Table 3 shows in detail the simple
statistics of the biological data (log 1/Ki) for the training
and test sets of models 1-3. Figure 3 shows the
histograms of biological activity (log 1/Ki) data for all
the molecules, the training sets, and the test sets of
models 1-3. The results indicate that the biological
activity data distribution in both the training and test
sets was uniform.

Conformational Analyses. Identification of the
biologically relevant conformations in any 3D-QSAR
study is one of the important criteria in developing
models. X-ray crystal coordinates of the inhibitor bound
with the receptor may help substantially in this crucial
step. The systematic conformational search within the
active site of HIV-1 protease was used as a key
constraint to search for the biologically relevant con-
formations. This approach was used quite extensively
by Marshall’s group in their work on CoMFA on a series
of HIV-1 protease inhibitors.34,35 During the course of
our study, it became evident that if conformational
search is done in the absence of the receptor, many low-
energy conformations would not fit the receptor cavity.
In other words, those conformations were not sterically
accessible in the receptor site for optimal interactions.
Due to limited computer resources and time limitations,
the entire receptor structure was kept rigid during
conformational search and energy minimization steps,
although admittedly the structure is flexible in reality.
The lowest energy conformers were then energy mini-
mized within the receptor cavity. Due to the active site
structural constraints, unnecessary movement of the
inhibitor molecule can be avoided during minimization.
The structures of the ligand from the X-ray crystal-
lographic ligand-protease structures were used ‘as is’
without any conformational search or minimization.

CoMFA Study. Three different models using both
1.5- and 2.0-Å grid spacings were developed. Table 2
indicates that all three models yielded consistent results
with each grid spacing, but the 1.5-Å grid spacing

Table 1 (Continued)

log 1/Ki
a

model 1 residual model 2 residual model 3 residual

no. R P2′ Ki
a (nM) obsd

training
set

test
set

training
set

test
set

training
set

test
set

112 2-(5-CH3-pyridinyl) 3-aminophenyl 0.075 1.12 -0.10 -0.12 -0.12
113 2-pyridinyl 3-nitrophenyl 0.096 1.02 0.27 0.05 0.15
114 1,1-dimethylethyl 3-aminophenyl 0.410 0.39 -0.12 -0.12 0.13
115 2-pyrazinyl 3-aminophenyl 0.016 1.79 0.35 0.02 -0.48
116 2-benzimidazolyl 3-aminophenyl 0.023 1.64 0.11 0.10 0.15
117 2-imidazolyl 3-aminophenyl 0.012 1.92 0.81 0.11 0.29
118 CH2CN benzoylglycin-3-yl 0.024 1.62 -0.25 0.24 -0.04

a SD Ki < (40%.

Figure 1. Chemical structures of XV638 and DMP450.

3D-QSAR Study and CoMFA on Cyclic Urea Derivatives Journal of Medicinal Chemistry, 1999, Vol. 42, No. 2 253



resulted in slightly better results in terms of both cross-
validated and non-cross-validated statistics. The models
with the 1.5-Å grid spacing were selected as the models
of choice for the predictive purpose. At a higher grid
spacing (2.0 Å), some information on H-bonding and
Lennard-Jones potentials may be lost as they are
dependent on distances.57 A lower grid spacing (1.0 Å)
may generate more noise in the PLS calculations and
would require more computational effort. The 2-Å grid
was shifted by +0.5 Å to find out the effect of altered
lattice point locations on the results of the CoMFA
study. This resulted in a somewhat lower correlation
(optimum number of components ) 7; q2 ) 0.662, s )

0.816; r2 ) 0.946, S ) 0.328) as compared to the original
study with 2 Å (optimum number of components ) 6;
q2 ) 0.699, s ) 0.766; r2 ) 0.944, S ) 0.330). Therefore,
the following model descriptions and detailed analyses
will be limited to models with 1.5-Å grid spacing. The
best predictive CoMFA models were selected based on
the lowest standard error of predictions (s) for cross-
validated PLS analyses as shown in Table 4. The
optimal number of components in each cases was 7.
Considering high standard deviations in Ki values (SD
< (40%) and the diversity of cyclic urea inhibitors used
to derive the models, significantly high cross-validated
correlation coefficients (q2 from 0.699 to 0.727) and
reasonable standard error of predictions (s from 0.753
to 0.767) were obtained. The non-cross-validated PLS
runs with the same number of components yielded high
fitted correlation coefficients (r2 from 0.964 to 0.973) and
relatively low standard error of estimates (S from 0.239
to 0.265). The models explained approximately 97% of
the variance in protease inhibitory activities of the
compounds used in each training set. The contributions
of steric and electrostatic interactions to the protease
inhibitory activities are almost equal, i.e., approximately

Figure 2. Stereoview of all the aligned cyclic urea inhibitors in the training and test sets.

Table 2. Results of the CoMFA PLS Analysesa of the Training Sets

model 1 model 2 model 3

CoMFA CoMFA CoMFA HINT HINT-CoMFA

statistics 1.5 Åc 2.0 Å 1.5 Å 2.0 Å 1.5 Å 2.0 Å 1.5 Å 1.5 Å

optimum no. of components 7 7 7 7 7 6 4 7
q2

cross
b 0.713 0.699 0.727 0.725 0.705 0.699 0.715 0.703

standard error of predictions (s) 0.753 0.770 0.767 0.770 0.764 0.766 0.737 0.766
r2 0.965 0.952 0.973 0.969 0.964 0.944 0.805 0.965
standard error of estimate (S) 0.263 0.302 0.239 0.257 0.265 0.330 0.610 0.261
F test 334.2 241.8 445.2 383.0 329.3 241.8 90.0 338.9
contributions:

steric 0.429 0.466 0.454 0.479 0.453 0.509 0.347
electrostatic 0.571 0.534 0.546 0.521 0.547 0.491 0.425
HINT 1.000 0.228

a CoMFA-Standard was used as the scaling method in all CoMFA PLS analyses. Energy cutoff of 30 kcal/mol was used for both steric
and electrostatic contributions. b Minimum σ ) 2.0 was used for leave-one-out cross-validated runs, whereas minimum σ ) 0.0 was used
for non-cross-validated runs. c Lattice spacings.

Table 3. Simple Statistics of the Protease Inhibitory Activities
of the Training and Test Sets

log 1/Ki

model set mean SD high low

1 training -0.01 1.35 1.96 -3.89
test -0.23 1.54 1.92 -3.60

2 training -0.02 1.41 1.92 -3.89
test -0.19 1.31 1.96 -3.75

3 training -0.05 1.35 1.96 -3.75
test -0.09 1.55 1.79 -3.89
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45% and 55%, respectively. The HINT model alone
yielded a high cross-validated correlation (q2 ) 0.715)
with a standard error of prediction of 0.737 with four
components. A fitted PLS regression with the same
number of components yielded a somewhat lower r2

(0.805) value with a significantly higher standard error
of estimate (S ) 0.610). When the HINT column was
used with steric and electrostatic interactions, the
overall statistics was similar to that obtained without
HINT data (q2 ) 0.703, s ) 0.766; r2 ) 0.965, S ) 0.261).
In other words, there was no improvement of the quality
of the PLS regression analysis. However, the relative
contribution data (steric, 0.347; electrostatic, 0.425;
HINT, 0.228) indicate that the hydrophobic effect is
correlated partially with the steric and electrostatic
contributions in the CoMFA and suggests that hydro-
phobicity of the substituent groups contribute to biologi-
cal activity.

The observed anti-protease activities and residuals of
molecules in the training sets and the test sets from
each model (excluding HINT and HINT CoMFA) are
listed in Table 1. Plots of observed versus calculated
activities of the training set molecules are shown in
Figure 4. The plots show consistent linear relationships
between observed and calculated activities for all three
models developed. The predictive power of all three

models was further validated by calculating their “pre-
dictive r2” (r2

pred) values. Models 1 and 2 yielded r2
pred

values of 0.564 and 0.555, respectively, whereas model
3 showed relatively better predictive power (r2

pred )
0.629). Plots of observed versus predicted activities of
the test set molecules are shown in Figure 5. A region-
focusing technique, available in the advanced CoMFA
module in Sybyl, was used using model 3 and yielded
very similar results to the cross-validated run (q2 )
0.737, S ) 0.720). Thus this technique did not improve
substantially the quality of the model. It is interesting
to note that model 2 had the test set which contained
one of the most active protease inhibitors DMP323 (50
in Table 1), an initial candidate for phase I clinical
trials, and the model predicted the activity remarkably
well (obsd 0.47 vs calcd 0.44). The agreement between
the calculated and experimentally determined anti-
protease activity of the other clinical candidate DMP450
(54 in Table 1), not part of any test set, was also
excellent (obsd 0.55 vs 0.57, 0.66, and 0.68, respectively,
for models 1-3). All three models made worse predic-
tions for one of the least active compounds in each
case: e.g., (26, obsd -3.60 vs calcd 0.18 by model 1; 1
obsd -3.75 vs calcd -1.32 by model 2 and 45 obsd -3.27
vs calcd -1.45 by model 3). The possible explanation
for this discrepancy is that some of the substituents

Figure 3. Histogram of protease inhibitory activity (abscissa: log 1/Ki in nM) vs number of molecules (ordinate): (a) all 118
molecules; (b and c) model 1; (d and e) model 2; (f and g) model 3. Panels b, d, and f are training sets, and panels c, e, and g are
tests sets.

Table 4. Statistics of Cross-Validated PLS CoMFA Using 1.5-Å Lattice Space

components

model statistics 1 2 3 4 5 6 7a 8 9 10

1 s 0.961 0.908 0.856 0.810 0.792 0.765 0.753 0.756 0.760 0.771
q2 0.498 0.557 0.611 0.655 0.674 0.700 0.713 0.713 0.714 0.719

2 s 1.016 0.961 0.929 0.851 0.840 0.802 0.767 0.768 0.755 0.755
q2 0.488 0.547 0.584 0.653 0.665 0.698 0.727 0.730 0.742 0.745

3 s 0.940 0.866 0.843 0.858 0.840 0.802 0.764 0.765 0.784 0.795
q2 0.520 0.598 0.623 0.614 0.635 0.671 0.705 0.707 0.696 0.691

a Selected components. s, standard error of predictions.
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in compounds with inaccurately predicted activity oc-
cupy the space not occupied by any substituents in
compounds selected for the corresponding training set
by which the predictions were made.

An analysis of the percent extrapolation needed to
predict anti-protease activity of all the 25 compounds
in the test set in model 3 revealed that 18 inhibitors
needed only 0-1% extrapolation whereas 6 needed
2-3% extrapolation. Only one compound (48) needed
about 12% extrapolation for predicting anti-protease
activity. The low requirement of extrapolation needed
to predict protease inhibitory activity by the training
set in model 3 gives additional confidence on its useful-
ness as a predictive model.

Two major advantages of 3D-QSAR using the CoMFA
approach are (1) a fundamental understanding of the
interactions of the ligands with the binding site can be
achieved in real 3D perspective; (2) the 3D coefficient
contour plots from the non-cross-validated PLS analyses
of the training sets can be viewed and compared in three
dimensions with respect to the real receptor site struc-
ture. A critical analysis of contour plots in relation to
the receptor site structure may provide valuable insight
into drug-receptor interactions and help in designing
inhibitors with improved activity. The coefficient con-
tour plots of steric and electrostatic interactions from
model 3 (selected based on the r2

pred values) are shown
in Figure 6. One of the most active compounds, DMP450,
is shown in the background. The green contours in
Figure 6a represent favorable steric effects in those

regions; i.e., incorporation of bulkier groups most likely
will increase the protease inhibitory activity. On the
other hand, yellow contours indicate that bulkier groups
in those regions are detrimental to activity. HINT
CoMFA analysis revealed that there are overlaps be-
tween the steric and HINT hydrophobic fields. Similar
findings have been reported by Oprea et al.36 in a
CoMFA study on other protease inhibitors. Blue con-
tours in Figure 6b indicate that negatively charged
substituents in those areas will affect the protease
inhibitory activity adversely whereas negative charge
in the red regions will contribute favorably toward the
activity. As the conformational searches and geometry
optimizations were all done within the active site of
HIV-1 protease, the question arises whether these
contours reflect real features of inhibitor-HIV-1 pro-
tease interactions. Close visual inspections using ste-
reographic eye glasses reveal several important aspects
of the contour plots. In Figure 6a, two of the large green
contours are in the close proximity to the hydrophobic
regions created by Ile50, Ile47, Val56, and Leu76. Some
of the yellow contours are immediately next to the green
contours, and they are closest to the residues Asp29 and
Asp30, suggesting that the bulkier groups should not
extend beyond the green regions. A qualitative SAR
indicates that a parabolic relationship between the
length of hydrophobic linear substituents and protease
inhibitory activity exists for compounds 1-10. Com-
pound 1 with just one methyl group has the least
inhibitory activity, whereas the activity reaches a peak

Figure 4. Obseved vs calculated protease inhibitory activities of the training sets in (a) model 1, (b) model 2, and (c) model 3.
PLS correlation coefficients and standard error of estimates (S) are shown for each plot.

Figure 5. Observed vs predicted protease inhibitory activities of the test sets in (a) model 1, (b) model 2, and (c) model 3. Correlation
coefficients and the predictive r2 are shown for each plot.
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Figure 6. Stereoview of the CoMFA contour plots of (a) steric fields (stdev*coeff), the green polyhedra (80% contribution) represent areas where
bulkier groups may enhance activity, whereas yellow polyhedra (20% contribution) indicate areas where bulk may have detrimental effects on
activity; (b) electrostatic fields (stdev*coeff), the favored electrostatic areas with positive charges are indicated by blue polyhedra (80% contribution),
whereas the favored electrostatic areas with the negative charges are indicated by red polyhedra (20% contribution). One of the most active
compounds, DMP450, is shown as the reference compound.
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with n-butyl/n-pentyl substituents and again decreases
as the bulk (as well as length) increases. The steric
contour plots are in agreement with this observation;
i.e., compound 1 shows that the methyl group is further
away from the green contour regions while bulkier
groups should enhance activity. As the substituent bulk
and length increase in compounds 2-6, their activity
increases considerably, whereas further increase of both
bulk and length in compounds 7-10, which gradually
approaches the yellow regions, reduces activity consid-
erably. For compounds 50 (DMP323) and 54 (DMP450),
two of the most potent earlier candidates for clinical
trials, the phenyl portions of the p-(hydroxymethyl)-
benzyl and m-aminobenzyl, in the respective com-
pounds, fill out the area of green contours adequately.
The other interactions, e.g., electrostatic and hydrogen
bonding, probably distinguish themselves in terms of
their activities from the rest of the compounds with
similar features. A CoMFA study on the training set
compounds in model 3 using only an H-bond field
yielded a good correlation (q2 ) 0.624, s ) 0.842; r2 )
0.803, S ) 0.610). However, in Sybyl, H-bond fields are
treated similarly to the indicator variable, and no
attempt was made here to interpret the corresponding
data in terms of hydrogen-donating or -accepting prop-
erties of the compounds used in the data set. The
H-bond interactions of DMP 450 with the receptor site
amino acids are well-documented and have been con-
sidered as one of the contributing factors to the protease
inhibitory activity.53 These visual analyses of the models
provide support for their utility as predictive tools for
designing new compounds with improved protease
inhibitory activity.

Conclusion

Multiple CoMFA 3D-QSAR models have been devel-
oped from a large data set (118 compounds) of cyclic
urea HIV-1 protease inhibitors and validated with
multiple test sets. The objective of these analyses were
three-fold: (1) utilization of the wealth of knowledge on
the X-ray crystal structures of HIV-1 protease-inhibitor
complexes to find the most probable inhibitor conforma-
tions within the binding site of the receptor needed for
optimal interactions, (2) utilization of the reported
biological data for a diverse series of cyclic urea deriva-
tives to develop predictive models to assist in designing
new improved inhibitors, and (3) validation of predictive
models and extraction of information from the coefficient
contour plots in relation to the geometry of the protease
active site side-chain amino acids responsible for mo-
lecular recognition of the inhibitors.

The value of CoMFA using X-ray structure-guided
alignment rule is extraordinary as one can avoid the
most controversial aspect of CoMFA study, the align-
ment rule. The purpose of CoMFA is not only to study
the ligand-receptor interactions but also to predict
quantitatively the biological activity of the compounds
to be synthesized. This helps the chemist in their
decision making process to prioritize the compounds to
be synthesized first. It is not possible to predict the
biological activity of a yet to be synthesized compound
from any existing X-ray crystal structure. The models
generated in this study validated the approach and not
only yielded significant statistical results but also

helped in understanding the inhibitor-receptor interac-
tions contributing to protease inhibitory activities.

The reported study provides confidence for the utility
of CoMFA-based 3D-QSAR analyses, when used in
concert with other relevant 2D-QSAR models and
knowledge of the 3D structure of the receptor. The
combined approach is expected to facilitate rational drug
design.
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